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El silencio del rebaño digital y el declive de la democracia occidental

ABSTRACT  In the digital age, monopolistic platforms control the flow of information, manipulating public discourse 
through algorithms and data mining, creating a “digital flock” devoid of critical reflection. This article 
analyzes how these dynamics, described as “surveillance capitalism,” erode Western democracy by fos-
tering echo chambers, polarization, and disinformation, while Vietnam proactively builds a model of so-
cialist democracy that prioritizes digital sovereignty and the public interest. From a Marxist perspective, it 
is argued that the concentration of power in the hands of digital oligarchs threatens informational auto-
nomy, but the Vietnamese approach, based on regulations such as the Cybersecurity Law and the “Make 
in Vietnam” program, offers an alternative for the Global South, promoting a model of digital governance 
that balances freedom and discipline.
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RESUMEN   En la era digital, las plataformas monopolísticas controlan el flujo de información, manipulando el discurso 
público mediante algoritmos y minería de datos, creando un «rebaño digital» carente de reflexión crítica. 
Este artículo analiza cómo esta dinámica, descrita como «capitalismo de la vigilancia», erosiona la democ-
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INTRODUCTION

In Western culture, the “flock” serves as a metaphor 
for a submissive, unresisting, and easily manipu-
lated collective, while the “shepherd” represents 
power—whether institutional, authoritarian, or dic-
tatorial. The phrase “the silence of the lambs” me-
taphorically captures the condition of marginalized 
groups in Western society who choose silence in 
the face of oppression and injustice. Today, in the 
digital age, Western societies are witnessing the 
emergence of a new flock—the digital flock—who 
remain “silent” before the guiding power of all-en-
compassing algorithms. This silence does not im-
ply a literal absence of speech, but rather a passive 
state of critical paralysis and the flattening of pu-
blic discourse, as users are unknowingly swept into 
algorithmically curated information flows. Herman 
and Chomsky (1988) describe this phenomenon as 
manufactured consent, referring to how public opi-
nion is engineered to serve the interests of domi-
nant power groups. This crisis is not confined to the 
West. Across the Global South, many developing 
nations face growing concerns over digital depen-
dency and the erosion of informational sovereignty. 
As data infrastructures, communication channels, 
and algorithmic systems are increasingly controlled 
by transnational corporations, the threat of beco-
ming “data colonies” looms large—where national 
autonomy is undermined by foreign algorithmic 
governance. In this global context, the struggle for 
digital independence has become a new frontier in 
the broader fight for postcolonial sovereignty and 

self-determination. Vietnam, in particular, has emer-
ged as a notable case of resistance and strategic 
foresight—taking early and concrete steps to assert 
control over its digital space and ensure that tech-
nological development aligns with national interests 
and socialist values.

DEVELOPMENT

1. “The Silence of the Digital flock: From Passive 
Users to Epistemic Subjects in Crisis

1.1 The Suppression of Critical Social Voices in Al-
gorithmic Spaces

Despite the abundance of available information in 
the digital age, users increasingly experience cog-
nitive overload, making them more susceptible to 
conspiracy theories and misinformation. As Ecker, 
Lewandowsky, Cook, Schmid, Fazio, Brashier, Ken-
deou, Vraga and Amazeen (2022) note, “Misinfor-
mation has been identified as a major contributor 
to various contentious contemporary events.” (p. 6) 
For example, during Canada’s 2025 federal election, 
distorted narratives flooded the Canadian digital 
space, casting doubt on the electoral system and 
turning the online environment into an “information 
minefield” (Media Ecosystem Observatory, 2022, p. 
7). Similar surveys indicate 73% of Canadians en-
countered questionable content online in the past 
year, with 59% expressing serious concern about 
distinguishing true from false information (Eviden-
ce for Democracy, 2023, p. 8). Similar dynamics 

racia occidental al fomentar las cámaras de eco, la polarización y la desinformación, mientras que Vietnam 
construye proactivamente un modelo de democracia socialista que prioriza la soberanía digital y el interés 
público. Desde una perspectiva marxista, se argumenta que la concentración de poder en manos de oligar-
cas digitales amenaza la autonomía informativa, pero el enfoque vietnamita, basado en normativas como 
la Ley de Ciberseguridad y el programa «Hecho en Vietnam», ofrece una alternativa para el Sur Global, 
promoviendo un modelo de gobernanza digital que equilibra libertad y disciplina.

Palabras clave: Democracia burguesa; Democracia en la era digital; Autoritarismo digital; Poder algorítmi-
co; Democracia socialista.
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unfolded elsewhere—for example, TikTok became a 
key platform for spreading disinformation about the 
war in Ukraine (Bösch & Divon, 2024, p. 5081).

Conspiracy theories and false information have sha-
ped the views of large public segments, creating 
misguided “consensus” on critical issues—such as 
the belief that COVID-19 vaccines are dangerous 
or that the 2020 U.S. election was fraudulent. Even 
more troubling, digital advertising can unintentio-
nally magnify the spread of fake news.

Believers in such narratives often gather in closed 
online communities, where their views are reinforced 
despite expert rebuttals. This reflects a new form of 
“manufactured consent”: no longer requiring press 
censorship, it suffices to saturate algorithms with 
ideologically loaded content to steer public opinion 
toward a consensus engineered by unseen powers. 
In today’s social media landscape, public opinion is 
increasingly fragmented and saturated with infor-
mation overload. Although misinformation often 
fuels division, it represents only one dimension of 
a broader and deeper conflict that may pose even 
greater long-term risks to democratic institutions.

Philosopher Hannah Arendt had already cautioned 
against such dangers in the last century. Reflecting 
on the political manipulation of truth during the 
Vietnam War, she warned that “truthfulness has ne-
ver been counted among the political virtues, and 
lies have always been regarded as justifiable tools 
in political dealings” (Arendt ,1971, p. 1). In her view, 
the erosion of factual truth undermines the common 
ground upon which public reasoning and critical ju-
dgment depend. She further emphasized that “the 
deliberate denial of factual truth — the ability to lie 
— and the capacity to change facts — the ability to 
act — are interconnected; they owe their existence 
to the same source: imagination” (Arendt, 1971, p. 
2), pointing to the fragility of truth when subjected 
to the calculated operations of political power.

Narratives crafted by political elites gain easier ac-
ceptance when citizens are overwhelmed by con-

flicting information and cease to seek truth. Algo-
rithms—previously analyzed—have become potent 
tools for spreading opinion-shaping content, whe-
ther profit-driven or politically motivated. Social 
bots further amplify misinformation by exposing 
users to such content and encouraging them to 
share it. Gombar (2025, p. 1) argues this constitutes 
cognitive warfare, noting that digital technologies 
enable “algorithmic manipulation” and mobilize 
media theories to shape public perception.

Consequently, an artificial consensus emerges—not 
through democratic deliberation, but via manipula-
ted information. Disinformation’s goal is not only to 
deceive but to induce confusion, apathy, and passi-
ve acceptance of distorted narratives. More dama-
ging in the long run is the erosion of public inte-
llectual and moral quality. Users are saturated with 
personalized content that gratifies immediate desi-
res, fostering habits of shallow consumption. Over 
time, they lose the capacity for critical reflection 
and engagement with reality. Without cultivating 
critical thinking and civil discourse, the public be-
comes vulnerable—guided by algorithms exploiting 
crowd psychology, and forming a generation with 
diminished independent judgment.

The younger generation, as the most digitally im-
mersed demographic, is increasingly exhibiting 
signs of diminished critical awareness. Shaped by 
algorithmic environments, their social reality often 
narrows to screen-sized spaces where the bounda-
ries between truth and fabrication become increa-
singly indistinct. As O’Hara (2022, p. 124) points out, 
“The disruptive effect of misinformation on cybers-
pace is hard‑wired into digital modernity.” 

Herbert Marcuse foresaw this predicament back in 
1964. He argued that in advanced industrial society, 
instrumental rationality and consumerist imperati-
ves “flatten out the antagonisms between culture 
and social reality” (Marcuse, 1964/2013, p. 57), re-
ducing individuals to a single-dimensional existence 
where critical and oppositional thinking are syste-
matically suppressed. This one-dimensional society, 
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driven by the pursuit of material comforts and mass 
media, erodes the capacity for critique and reduces 
consciousness to the mold of a preordained consu-
mer society. He termed this the one-dimensional 
man. In this context, digital flock are a new mani-
festation of this archetype—citizens under a novel 
form of control that limits freedom under the guise 
of technological progress. As critical thinking decli-
nes or the ability to detect domination fades, peo-
ple increasingly desire only what the system pro-
vides—unable to envision alternatives or challenge 
the status quo. Propaganda today seeks not just 
obedience but cognitive submission—people who 
no longer ask “why”.

1.2 Echo Chambers and Filter Bubbles: The Frag-
mentation of Public Discourse into Isolated Realms

The digital age has further contributed to the frag-
mentation of public discourse through the forma-
tion of echo chambers and filter bubbles. These 
phenomena describe how individuals are increa-
singly exposed only to content that reinforces their 
pre-existing beliefs, as algorithms prioritize infor-
mation aligned with users’ interests and ideologi-
cal preferences. Algorithms have, in many respects, 
replaced the traditional gatekeepers of informa-
tion—editors, journalists, and public broadcasters—
by determining what content is shown, to whom, 
and in what format. The prominence or obscurity of 
a piece of information within the information flow 
no longer depends primarily on its objective value 
or factual accuracy. “The algorithmic filtering and 
adaptation of online content to personal preferen-
ces and interests is often associated with a decrease 
in the diversity of information to which users are ex-
posed” (Helberger, Karppinen & D’Acunto, 2020, p. 
6). Algorithms prioritize content not based on truth 
or importance but on predicted engagement and 
profit maximization.

Data-driven algorithms enable a hyper-personalized 
curation of content aligned with users’ behavioral 
profiles. On Facebook, the News Feed algorithm op-
timizes engagement by continuously analyzing user 

behavior. Over time, a user’s feed becomes a mirror 
of the self, where opposing perspectives are rarely 
encountered—an emblematic case of hyper-perso-
nalized information flows. On TikTok, the For You al-
gorithm is notorious for its uncanny ability to “read” 
users, quickly learning their preferences and relent-
lessly feeding matching content. TikTok’s algorithm 
as a perfectly calibrated television channel for each 
user’s brain, highlighting its extreme personaliza-
tion. While personalization boosts short-term user 
satisfaction and engagement, it limits exposure to 
diverse viewpoints and reduces cognitive flexibility. 
As Bozdag (2013, p. 209) observes, online platforms 
like Facebook and Google “introduced personaliza-
tion features, algorithms that filter information per 
individual,” which “introduces new biases” while fai-
ling to eliminate existing ones. For example, during 
the 2024 U.S. presidential election, TikTok became 
an optimistic bubble for Harris’s supporters, repea-
tedly reinforcing her expected victory—so much so 
that many believed it inevitable. This case illustrates 
how algorithmic personalization can lull users into 
cognitive safe zones, rendering them silent in the 
face of opposing warnings or critical information.

People tend to self-select into groups of like-min-
ded individuals, creating enclaves of mutual reinfor-
cement. As a result, many online communities have 
developed into isolated information islands, with litt-
le meaningful dialogue or genuine debate between 
them. Instead of accessing objective and multi-pers-
pectival information, the modern public is increasin-
gly guided by misleading or inflammatory messages. 
Consequently, sensational, angry, or controversial 
content tends to be amplified and widely circula-
ted—because such content provokes stronger user 
reactions and generates more comments and enga-
gement. As Dunaway (2024, para. 5) notes through 
summarizing Mochon et al.’s findings, “platforms be-
nefit from keeping users active, regardless of whe-
ther the interaction is positive or negative,” and their 
study “found that users frequently react to opposing 
viewpoints with heightened engagement, often dri-
ven by outrage.” Attempts to correct false beliefs 
often fail within echo chambers, where users priori-
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tize group identity over facts. In fact, as Zollo, Bessi, 
Del Vicario, Scala, Caldarelli, Shekhtman, Havlin, and 
Quattrociocchi (2017) note, “attempts to debunk are 
often undertaken” yet such efforts “remain mainly 
confined to the scientific echo chamber. Only few 
conspiracy users engage with corrections… and their 
liking and commenting rates on conspiracy posts in-
creases after the interaction.” (p. 1)

The localization of information is not confined to 
a single platform. Different platforms host parallel 
echo chambers: Twitter, YouTube, Reddit all foster 
community clusters that amplify internal consen-
sus. Users expressing minority views face algorith-
mic invisibility—less engagement, lower reach, and 
eventual self-censorship, resulting in the silencing 
of minority voices within each community. In essen-
ce, this constitutes a digital version of the spiral of 
silence—a communication theory which posits that 
individuals who perceive themselves to be in the 
minority are less likely to express their views, the-
reby allowing dominant opinions to grow ever more 
dominant. As a result, the online public sphere faces 
the risk of fragmenting into multiple isolated herds, 
each silent in the face of perspectives from other 
groups—leaving little room for genuine, society-wi-
de dialogue.

Beyond personalization, algorithms also shape pu-
blic discourse by amplifying specific types of con-
tent. Major social media platforms such as Face-
book and Twitter deploy algorithms that prioritize 
posts deemed popular or trending within a given 
community—typically measured by metrics like li-
kes, shares, and comments. This effectively creates 
a system of algorithmic rewards and punishments: 
content that drives high engagement is widely dis-
seminated, while posts with limited interaction are 
quickly buried in obscurity. When algorithms opera-
te under a commercial logic of more engagement is 
better, the value of truth and objective information 
is often relegated to a secondary position. “When 
false headlines come with warning tags, participants 
assume that untagged headlines are true.” (Penny-
cook, Bear, Collins, & Rand, 2020, p. 1). In such an 

environment, truth may become the victim—silen-
ced in an unequal competition with sensationalist 
content and misinformation.

Excessive information personalization is exacerba-
ting the problem of social polarization in contem-
porary society, with rising levels of prejudice and 
ideological entrenchment. In recent years, the po-
litical landscape in many countries has witnessed 
growing divisions between communities suppor-
ting different parties, making it increasingly diffi-
cult to find common ground. Public debate often 
descends into impasse or radical confrontation. 
The more personalized the content, the more frag-
mented the public sphere becomes —leading to a 
loss of shared facts and common discourse. Online 
echo chambers contribute to the illusion that one’s 
group is always right and represents the majority, 
while dissenting views are seen as deviant and mar-
ginal. As a result, when real-world outcomes fail to 
align with group expectations, communities may 
experience collective shock and outrage—leading 
to a crisis of trust in institutions and, in some cases, 
extreme reactions. This growing polarization erodes 
social cohesion and undermines constructive dialo-
gue—both of which are foundational to a healthy 
democracy. Citizens are manipulated into believing 
falsehoods or incited to distrust one another, rather 
than engaging in rational discussions about public 
policy and their nation’s future.

All of these manifestations of silence—the mar-
ginalization of dissent, the algorithmic filtering of 
information, and the collapse of discursive plurali-
ty—contribute to the construction of a digital pu-
blic sphere that appears, on the surface, highly con-
sensual. Yet this apparent consensus often masks a 
deeper epistemic crisis. The absence of visible disa-
greement on social media platforms does not neces-
sarily indicate genuine harmony; rather, it reflects 
the systematic suppression of alternative perspec-
tives through algorithmic invisibility. Karl Marx once 
warned that: “All our invention and progress seem 
to result in endowing material forces with intellec-
tual life, and in stultifying human life into a material 

336 ISSN 2707-7330 Revista POLÍTICA INTERNACIONAL | Volumen VII Nro. 4 octubre-diciembre de 2025



Vân Han The Silence of the Digital Flock and the Decline of Western Democracy

force” (Marx, 2000, p. 10). In today’s algorithmic en-
vironment, this warning takes on renewed urgency. 
Algorithms—driven by proprietary logic and capita-
list imperatives—appear to possess agency, shaping 
what is seen, said, and known. Meanwhile, the digi-
tal public becomes epistemically hollow: deprived 
of critical reflection, stripped of discursive diversity, 
and rendered passive in the face of programmed 
informational conformity. The silence of the digital 
flock, then, is not simply the absence of voice—it is 
the absence of epistemic agency. It signals a condi-
tion in which public reason is subdued not through 
force, but through design.

2 Digital Shepherds of Capital: The Weaponization 
of Data for Public Manipulation

If the online public constitutes a digital flock of 
lambs, then the digital shepherds are the powerful 
technology corporations that exercise monopolis-
tic control over data and algorithmic infrastructure. 
These corporate actors—guardians of vast reser-
voirs of behavioral and communicative data—have 
transformed algorithms into the new gatekeepers 
of human attention. “Media scholars have only re-
cently begun to recognize and investigate the im-
portance of algorithms to a wide range of proces-
ses related to the production and consumption of 
media content” (Napoli, 2014, p. 340). These pla-
tforms subtly but systematically guide the digital 
flock by privileging agreeable content, filtering out 
dissenting or inconvenient information, and enclo-
sing users within algorithmically defined cognitive 
territories. The result is a form of informational en-
closure: users are comforted, confirmed, and con-
fined, often unaware that their digital environment 
is shaped by invisible logics of control. In this sce-
nario, the shepherd’s power lies not in silencing the 
lambs through coercion, but in orchestrating what 
appears to be free movement within predetermined 
boundaries. Over time, users lose not only their au-
tonomy in navigating information but also their ca-
pacity for critical scrutiny—reduced to docile actors 
in a closed circuit of algorithmic repetition, endless-
ly circling within the pasture delineated by capital.

Karl Marx had already anticipated in the 19th cen-
tury that machinery, while representing a victory of 
humankind over the forces of nature, could para-
doxically become a new mechanism of domination 
under capitalism. As he wrote in Capital, “in itself it 
is a victory of man over the forces of nature, but in 
the hands of capital it makes man the slave of these 
forces” (Marx & Engels, 2002, p. 694). In the digital 
age, it is not big data technologies or algorithms 
themselves that have fragmented society into digi-
tal flock and digital shepherds, but rather the capi-
talist mode of deploying such technologies. At the 
heart of this lies the system of private ownership 
over the means of production. Ownership, in this 
context, does not simply concern material assets or 
productive tools; it reflects and institutionalizes the 
social relations among individuals within the pro-
duction process.

Today, big data is regarded as the “oil” of the digi-
tal age—an essential input for intelligent production 
processes. The latest developments in the evolution 
of the Internet increasingly depend on datafication 
(the transformation of many aspects of the world 
and people’s lives into data) and mediation of con-
tent by algorithms and other intelligent technolo-
gies. However, unlike any previous form of resource, 
data is uniquely abundant: it is an intangible asset 
that can be infinitely replicated and becomes in-
creasingly digitized the more it accumulates.

At present, this vast global data reservoir remains 
largely under private ownership and continues to 
expand, as public use of online platforms and social 
media unwittingly contributes individual digital la-
bor to capitalist enterprises. “This is not just a case 
of platforms extracting data from users, but of trea-
ting them as [...] unpaid labourers in the process 
of data extraction” (Couldry & Mejias, 2019, p. 4). 
Digital capitalists are able to appropriate, often at 
virtually no cost, the labor products of digital users 
and convert them into surplus value. Within the fra-
mework of the market economy, big data is gradua-
lly becoming the exclusive property of digital ca-
pitalists. Consequently, this data reservoir primarily 

337 ISSN 2707-7330 Revista POLÍTICA INTERNACIONAL | Volumen VII Nro. 4 octubre-diciembre de 2025



Vân Han The Silence of the Digital Flock and the Decline of Western Democracy

serves the economic interests of capital. These ac-
tors seek to develop big data technologies in ways 
that optimize profit; transforming the public into 
a digital flock becomes an effective means to that 
end, while the capitalist hides behind online plat-
forms as a sophisticated, invisible digital shepherd.

Online platforms resemble two-sided markets. On 
one side, capitalists present themselves as neutral 
actors, claiming not to favor any particular party 
and merely providing a mechanism to remove in-
formational barriers and administer platform gover-
nance. On the other side, however, the algorithmic 
mechanisms embedded within these platforms are 
fundamentally designed to serve the interests of 
powerful groups. 

Tech giants such as Google and Facebook have 
been described as attention merchants, they offer 
users free access to information and entertainment 
services, only to sell their attention to advertisers. 
According to the spirit of Metcalfe’s Law, “Metcalfe's 
Law states that the value of a communication ne-
twork is proportional to the square of the size of the 
network” (Briscoe, Odlyzko & Tilly 2006, p. 34–39). 
The more data these corporations accumulate, the 
greater their capacity to manipulate public opinion. 
When behavioral data is sufficiently vast and gra-
nular, it enables platforms to read users—to unders-
tand their desires, emotions, and preferences—and 
subsequently guide their behavior, often even befo-
re users themselves are consciously aware of it.

This condition has been identified by Professor 
Shoshana Zuboff of Harvard University as survei-
llance capitalism. She defines it as “a new economic 
order that claims human experience as free raw ma-
terial for hidden commercial practices of extraction, 
prediction, and sales” (Zuboff,  2019, p. 1). In this 
new phase of capitalism, personal data and human 
behavior become the central raw materials for capi-
tal accumulation. Surveillance capitalism profits by 
collecting, analyzing, and commercializing human 
behavior—especially what Zuboff calls behavioral 
surplus, namely, “data that surpasses what is re-

quired for product or service improvement and is 
instead repurposed as a means to behavioral pre-
diction” (Zuboff,  2019, p. 377).

Large technology corporations harvest such data 
through users’ everyday activities on digital plat-
forms and deploy algorithms to predict, influence, 
and ultimately control future behavior—often wi-
thout explicit and informed consent. Zuboff warns 
that this emerging regime of power does not rely 
on violence or force but rather operates through 
psychological manipulation and behavioral control, 
posing a fundamental threat to personal freedom, 
democracy, and human rights. She describes this 
process as “an expropriation of critical human ri-
ghts that is best understood as a coup from above: 
an overthrow of the people’s sovereignty” (Zuboff, 
2019, p. 1).

For instance, according to statistics from Napoleon-
Cat, as of December 2023, Canada had approxima-
tely 31.6 million Facebook users—accounting for 
around 80.5% of the country’s total population (Na-
poleonCat, 2023). With such a high penetration rate, 
Meta effectively holds a near-monopoly in shaping 
public discourse online within the country. In other 
words, once a platform achieves data monopoly 
status, any form of manipulation—whether by the 
platform itself or through it—can exert systemic in-
fluence across the entire society. This concentration 
of power has allowed tech empires such as Meta, 
Google, SpaceX, and X (formerly Twitter) not only 
to dominate the market but also to acquire structu-
ral authority over the informational sphere—a role 
once reserved for state institutions or traditional 
journalism. Behind these digital empires stand the 
digital shepherds who guide and govern the beha-
vior of the connected masses.

For instance, the Cambridge Analytica scandal brou-
ght this hidden commercial regulation into sharp fo-
cus, implicating the social-media giant Facebook in 
unethical dealings with people’s data (Cadwalladr 
& Graham-Harrison, 2018). Billionaires Nigel Farage 
and Arron Banks, who had direct ties to Cambridge 
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Analytica, leveraged data analytics to support the 
Leave.EU campaign advocating for the United King-
dom’s exit from the European Union. Algorithms 
were deployed to deliver micro-targeted political 
messaging to specific groups and constituencies, 
aiming to provoke emotions such as fear, anger, and 
anxiety—particularly related to immigration from 
poorer EU countries. Special focus was placed on 
“swing regions,” where voters remained undecided. 
As Berry (2022, p. 135) observes, “Algorithms were 
used to provoke emotions such as fear, anger and 
anxiety, particularly around immigration,” revealing 
how emotional manipulation through data-driven 
targeting became central to the campaign’s strate-
gy. The result, as is now well known, was the victory 
of the Leave.EU campaign. Disinformation is not 
merely a deviation from truth but a strategic form 
of political communication.

In 2024, Elon Musk—CEO of major tech companies 
such as Tesla, SpaceX, and X (formerly Twitter)—le-
veraged his social media platform to promote in-
centive campaigns, attract attention, and influence 
voter behavior during the U.S. presidential election 
(Financial Times, 2024). This case illustrates how the 
intersection of technology and politics can generate 
novel forms of political campaigning. At the same 
time, however, it raises serious concerns about de-
mocratic backsliding when digital platforms interfe-
re with the political environment. Musk’s actions in 
the 2024 U.S. election also exemplify the growing 
political influence of a digital capitalist—one whose 
technological reach translates directly into political 
power.

In contemporary capitalist societies, the concentra-
tion of ownership over key economic resources—
particularly the means of production—has profound 
implications not only for material inequality but 
also for broader social and political disparities. The 
distribution of economic power shapes who has 
influence, whose voices are heard, and how collec-
tive decisions are made. The connection between 
economic control and democratic values such as 
freedom and equality is not peripheral but structu-

ral, affecting the very fabric of institutional life. The 
advent of digital technologies initially raised expec-
tations of a more inclusive and participatory infor-
mation society—one that could enhance the scale 
and reach of democratic engagement. However, in 
reality, the monopolization of big data and control 
over core digital infrastructures has contributed to 
a subtler erosion of democratic principles. This re-
gression is often masked by the rhetoric of innova-
tion and empowerment, giving rise to what may be 
called a polished illusion of “digital freedom,” be-
hind which new forms of exclusion and asymmetry 
quietly emerge.

3 Algorithmic Power and the Erosion of Public Re-
ason in Democratic Life

Hannah Arendt argued that the blurring of the line 
between truth and falsehood is a particularly insi-
dious tool for paralyzing the public’s will to resist. 
As she wrote: “The ideal subject of totalitarian rule 
is not the convinced Nazi or the dedicated commu-
nist, but people for whom the distinction between 
fact and fiction, true and false, no longer exists” 
(Arendt, 1971, p. 11).

When the modern public devolves into a silent herd, 
devoid of critical thinking and unaccustomed to 
multi-perspectival verification, it becomes increa-
singly vulnerable to fake news, populist rhetoric, and 
conspiracy theories. On the political front, extremist 
forces may exploit micro-targeted advertising on 
social media to disseminate ideologically tailored 
propaganda to specific demographic segments, 
thereby fracturing public opinion and manipula-
ting electoral outcomes in their favor. For example, 
as Neudert (2017, p. 4) observed, “in Germany our 
prior research has found active social bots and an 
abundance of German junk news during the fede-
ral presidency elections”. “First, we describe com-
putational propaganda and define political bots as 
automated scripts designed to manipulate public 
opinion.” (Howard, Woolley & Calo 2018, p. 81). Fur-
thermore, algorithms trained with biased data have 
resulted in algorithmic discrimination—“recent stu-
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dies demonstrate that machine learning algorithms 
can discriminate based on classes like race and gen-
der” (Buolamwini & Gebru 2018, p. 77).

The “silence of the digital flock” also gives rise to a 
paradox of information: although the public lives in 
an age of information abundance, the quality of pu-
blic discourse is in decline. Critical voices grow faint, 
while noise—misinformation, disinformation, and 
irrelevant content—prevails. The public becomes 
disoriented in the face of a constant flood of con-
flicting narratives, often retreating into generalized 
skepticism or placing trust in the most simplistic ex-
planations. This phenomenon corresponds to what 
McIntyre (2018, p. 1) terms the “post‑truth” era, in 
which “feelings have more weight than evidence.” In 
such a context, objective facts lose their influence in 
public discourse, giving way to emotional or ideo-
logical persuasion. A society operating under such 
conditions becomes increasingly fragile and vulne-
rable to manipulation by corporate oligarchs.

In today’s digital society, workers in capitalist coun-
tries are no longer bound to the wheel of civilization in 
the same way as in the 19th and early 20th centuries. 
Instead, they are caught in a new form of subjugation 
that Herbert Marcuse referred to as sublimated sla-
very (Marcuse, 1964/2013, p. 9). This condition is cha-
racterized by individuals’ inability to recognize their 
own enslavement; rather than perceiving repression 
as coercion, they internalize it as a form of freedom. 
This paradoxical transformation marks a fundamen-
tal shift in decision-making power—from individual 
volition to algorithmic control. In other words, when 
the inner world of human beings is shaped and direc-
ted by algorithms, the modern public becomes digi-
tal slaves living under digital dictatorships, ruled by 
the invisible owners of omnipotent algorithms.

Those in power manipulate and manufacture con-
sent to legitimize policies that benefit oligarchic ca-
pitalist groups. As a result, democracy is weakened: 
voters make decisions based on distorted percep-
tions, and public support or opposition to policies 
stems more from manipulated public opinion than 

from rational deliberation. Instead of engaging with 
objective and diverse information, citizens are gui-
ded by misleading or emotionally charged messa-
ges. Moreover, not only can belief in misinformation 
lead to poor judgements and decision‑making, it 
also exerts a lingering influence on people’s reaso-
ning after it has been corrected (Ecker et al., 2022, 
p. 13). This trend runs counter to the Enlightenment 
spirit of modern democracy, which demands auto-
nomous, informed citizens capable of open public 
debate. It creates a fertile ground for authoritaria-
nism to grow. The unidimensional silence of today’s 
public is a forewarning of looming political trage-
dies. In the digital age, that tragedy is the gradual 
erosion of democracy itself. Several recent electoral 
controversies in the United States, the United King-
dom, and Canada suggest that this erosion is no 
longer hypothetical—but unfolding in real time.

The foundation of democracy rests on open deli-
beration and freedom of critical discourse. Howe-
ver, when factual information no longer occupies 
a central role and rational debate is displaced by 
mass emotion and group bias, the collective deci-
sion-making process—whether in elections, refe-
renda, or policy formulation—loses its clarity and 
discernment. As Zuboff (2019, p. 8) warns, survei-
llance capitalism fosters “a new form of power that 
is not rooted in democratic oversight but in unilate-
ral knowledge, asymmetry, and behavioral control,” 
undermining both personal autonomy and collecti-
ve self-governance. Political advertising has the po-
tential to reinforce existing misperceptions among 
the electorate, particularly when it reduces complex 
policy issues to emotionally charged and simplistic 
narratives. Such messaging strategies can distort 
public understanding and weaken the foundations 
of informed democratic participation. This dynamic 
contributes to a new form of informational despo-
tism—one that operates under the guise of freedom 
of expression. Unlike overt censorship, this mode of 
influence deceives individuals into believing they 
are exercising free choice, even as their perceptions 
and decisions are subtly shaped by algorithmic fil-
tering and the strategic curation of content.
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Each individual now resides within their own infor-
mation silo, contributing to a growing fragmentation 
of society. Social media platforms have effectively 
become relentless polarization engines, deepening 
societal divisions through algorithmically curated 
content. Without meaningful intervention, society 
risks being further splintered into increasingly in-
tolerant factions, devoid of shared understanding 
or common ground—conditions ripe for unrest and 
even violence. Empirical evidence shows that onli-
ne hate speech can translate into real-world harm. 
For example, Müller & Schwarz (2020, p. 2131) found 
that “anti‑refugee sentiment on Facebook predicts 
crimes against refugees in otherwise similar munici-
palities with higher social media usage”. Even more 
alarming is the way mutual suspicion and hostility, 
once seeded online, gradually erode the fabric of 
social trust. When societies become polarized, they 
struggle to reach consensus on collective action, 
leaving them vulnerable in times of global crises 
such as pandemics, climate change, or economic 
recession.

Moreover, the unchecked power of digital platfor-
ms poses a significant threat to the informational 
sovereignty of nation-states. A handful of global 
corporations can manipulate content across dozens 
of countries without being meaningfully subject to 
local governmental regulation. The 2023 case of 
Meta (Facebook) blocking news outlets in Canada 
in retaliation against the Online News Act—requi-
ring platforms to share advertising revenue with 
news publishers—demonstrated the supra-natio-
nal power of such platforms. Meta’s willingness to 
effectively “black out” national information ecosys-
tems in defense of corporate interests exemplifies 
how democratic principles and the public good can 
be sacrificed for profit, As Müller & Schwarz (2020, 
p. 2160–2167) “illustrate, content availability on Fa-
cebook can directly influence real-world behavior—
demonstrating how platform control over informa-
tion can shape public action.”

Today, although overt forms of political repression 
are less common, democracy is being quietly su-

ffocated by more subtle means. Control over free-
dom of expression and electoral influence no longer 
resides solely in the hands of traditional industrial 
oligarchs but increasingly rests with digital oligar-
chs—technology conglomerates that possess vast 
troves of data and operate all-powerful algorithms 
capable of subtly steering public discourse and ma-
nipulating political behavior at an unprecedented 
scale.

4. From the Crisis of Western Democracy to the 
Proactive Role of the Communist Party of Vietnam

4.1 Lessons from the Crisis of Western Democracy

Western societies have long celebrated their mo-
del of democracy as the highest ideal of political 
development. They assert that free elections, mul-
ti-party competition, the separation of powers, and 
individual liberties—such as freedom of speech and 
freedom of the press—have created a society in 
which the “general will” of the people is respected 
and state power is tightly constrained. Western de-
mocracies claim that their model is not only a uni-
versal value but also the sole legitimate framework 
that should be globally replicated. However, today, 
Western democracy is being stifled in more subtle 
and sophisticated ways. Although overt acts of re-
pression through violence have become less com-
mon, control over freedom of speech and the ba-
llot has increasingly fallen not only into the hands 
of traditional industrial oligarchs but also into those 
of digital tycoons. These technology conglomera-
tes possess vast datasets and operate omnipotent 
algorithms capable of shaping public opinion and 
manipulating political behavior on an unpreceden-
ted scale. Behind the façade of democracy, capi-
talist states readily deploy both economic and te-
chnological power to steer labor movements and 
suppress dissent, all in the service of preserving 
capitalist order. This marks the rise of a new form 
of “informational despotism” disguised as freedom 
of expression. In essence, under digital capitalism, 
bourgeois democracy not only fails to resolve its 
internal contradictions but also degenerates into 
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what may be termed “digital authoritarianism.”

From a Marxist perspective, in capitalist societies, 
the concentration of the means of production in the 
hands of a small bourgeois elite not only genera-
tes economic inequality but also serves as the root 
cause of social and political disparities. With the 
advent of digital technologies, it was once believed 
that the democratization of information would be 
accelerated, allowing Western democracy to reach 
an unprecedented scale and level of perfection. 
However, the monopolization of big data and other 
digital technologies has led instead to a subtle and 
seductive decline. Under the guise of a “new demo-
cratic freedom,” the masses are subjected to domi-
nation—yet deceived into believing they are free. 
This model cannot represent the future of a truly 
progressive humanity.

4.2. The Proactive Role of the Communist Party of 
Vietnam

The manipulation of public opinion and user data 
in Western countries serves as a stark warning for 
Vietnam in the context of global integration and di-
gital transformation: without effective governance, 
the nation risks becoming a data colony of trans-
national digital platforms. However, the Communist 
Party of Vietnam has been timely and proactive in 
recognizing this threat, advancing strategic poli-
cies to develop national digital infrastructures and 
reduce dependence on Western tech giants. Whe-
reas cyberspace in the West is increasingly left at 
the mercy of digital oligarchs, in Vietnam, it is trea-
ted as a sovereign domain—governed by law and 
imbued with political responsibility. The 2018 Law 
on Cybersecurity (National Assembly, 2018), Reso-
lution No. 35-NQ/TW (Politburo, 2018), on defen-
ding the ideological foundation of the Party, along 
with initiatives such as fake news response centers 
and the digital transformation of the press and me-
dia system, represent concrete steps reflecting the 
Party’s determination to construct a robust “digital 
border.” On this new front, each cadre, journalist, 
and intellectual becomes an “information warrior,” 

contributing to the struggle against distorted na-
rratives and defending the ideological stronghold in 
the digital age.

Vietnamese technology corporations, under the 
leadership of the Communist Party, have clearly 
recognized the roles of communication, cyberspa-
ce, and digital sovereignty as foundational pillars in 
building a socialist democracy centered on human 
dignity rather than driven by profit. Refusing to fall 
into the trap of “unregulated freedom of speech” as 
seen in many Western countries, Vietnam has con-
sistently upheld the principle that freedom must go 
hand in hand with discipline, and that technologi-
cal development must be inseparable from national 
and information security. The Law on Cybersecurity, 
national digital transformation strategies, and me-
chanisms for addressing fake and misleading news 
all reflect the proactive stance and high sense of 
responsibility assumed by the Party and the State.

Democracy in Vietnam is not limited to periodic 
elections, but is understood as a long-term, com-
prehensive process—manifested in the assurance 
of the people’s voice in policymaking through ins-
titutions such as the Vietnam Fatherland Front, the 
National Assembly, the revolutionary press, and in-
creasingly, in the digital environment. The develop-
ment of e-government and digital citizenship is not 
merely a technological goal; it embodies the vision 
of a modern, organized, and purposeful democracy.

The Party and State of Vietnam have proactively 
implemented a series of major policies aimed at 
guiding and safeguarding cyberspace while buil-
ding a modern socialist democracy. At the state le-
vel, Decision No. 749/QĐ-TTg (2020) issued by the 
Prime Minister approved the National Digital Trans-
formation Program, which sets forth the goal of de-
veloping a digital government, digital economy, and 
digital society—alongside the strong growth of do-
mestically led digital technology enterprises (Com-
munist Party of Vietnam, 2024b). The Party places 
particular emphasis on the protection of national 
cybersecurity. The National Cybersecurity and Sa-
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fety Strategy (2020) identifies cybersecurity as a 
central focus of the digital transformation process 
and as a pillar for establishing “digital trust” within 
society (Dong A, 2024). Resolution No. 57/NQ-TW 
(2024) of the Politburo further affirms that digital 
transformation is a “decisive factor for Vietnam to 
become a prosperous and powerful nation,” and 
calls upon the entire political system and the peo-
ple to take the lead in this process and create new 
momentum for transformation (Communist Party of 
Vietnam, 2024a). The strategic goal is that by 2030, 
Vietnam will become a self-reliant nation in terms 
of cybersecurity and information safety (Commu-
nist Party of Vietnam, 2022).

In the leadership philosophy of the Communist Par-
ty of Vietnam, the promotion of democracy must be 
closely linked with discipline and socialist orienta-
tion. The 13th National Party Congress emphasized 
that “the people are the center and the subject of the 
process of renewal, nation-building, and national de-
fense”; all policies must originate from the legitimate 
aspirations and interests of the people, with the goal 
of achieving their happiness and well-being (Nguyen, 
2022). This principle has been institutionalized throu-
gh directives, resolutions, and legal frameworks de-
veloped with public oversight. For example, the Law 
on Cybersecurity (2018), along with accompanying 
regulations on information safety and the protection 
of state secrets, has been widely supported by the 
public for its timely response to national security 
needs in cyberspace. The Party’s leadership role in 
shaping information sovereignty and cybersecurity 
has thus been further affirmed. In addition, the Par-
ty has introduced strategic orientations and action 
programs to promote the development of domestic 
digital platforms and Vietnamese-led technologi-
cal products under the “Make in Vietnam” initiative 
(Ninh, 2025). This approach seeks to ensure national 
self-reliance by reducing dependence on transnatio-
nal platforms, thereby safeguarding critical data and 
information from external exploitation.

In contrast to the image of a “digital flock” passi-
vely guided by algorithms, Vietnam’s younger ge-

neration must be equipped with critical thinking 
skills, political awareness, and the capacity to filter 
information—so that they may become exemplary 
digital citizens. The role of the revolutionary press, 
political education, and ideological guidance from 
the Communist Party is crucial in safeguarding the 
ideological foundation and shaping public opinion. 
The combination of democratic promotion and dis-
ciplined governance, under the consistent leaders-
hip of the Party, has fostered a clean and healthy 
digital environment—one that avoids the perils of 
information manipulation and the surveillance traps 
of Western technological capitalism. Through its 
reform policies, stringent legal frameworks, and a 
people-centered approach to democratic partici-
pation, Vietnam is actively constructing a modern 
socialist democracy—one that guarantees guided 
freedom and resilient sovereignty in the digital age.

CONCLUSIONS 

“The silence of the digital flock” is not an inevitable 
fate of the digital age, but rather the consequence 
of an information ecosystem manipulated by mo-
nopolistic platforms in pursuit of profit and power. 
Experience shows that when technological develo-
pment proceeds without democratic oversight, it 
can become a tool for eroding critical thinking and 
weakening democratic life. While Western nations 
struggle with crises of democracy—ironically fueled 
by the very digital platforms they once champio-
ned—Vietnam is charting a different course: proac-
tively constructing a modern model of socialist 
democracy, in which technology is governed and di-
rected to serve the interests of the people. In doing 
so, Vietnam not only resists algorithmic domination 
but also affirms the enduring relevance and supe-
riority of socialist democracy in the context of digi-
tal globalization.

This path holds valuable lessons not only for Vietnam 
but also for many developing countries grappling 
with asymmetrical control over digital infrastructu-
res. In the emerging global struggle for informatio-
nal sovereignty, Vietnam’s approach demonstrates 

343 ISSN 2707-7330 Revista POLÍTICA INTERNACIONAL | Volumen VII Nro. 4 octubre-diciembre de 2025



Vân Han The Silence of the Digital Flock and the Decline of Western Democracy

that it is possible for nations of the Global South 
to assert strategic autonomy in cyberspace—resis-
ting algorithmic dependence and reclaiming control 
over data, discourse, and digital futures. By priori-
tizing national interests over technological subser-
vience, Vietnam offers a compelling alternative to 
the dominant model shaped by Western techno-ca-
pitalism.
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